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BRIEF INTRODUCTION 
Machine Learning (ML) with
Artificial NeuralNetworks (ANN)

1. Activation function
2. Weights
3. Cost function
4. Learning algorithm

Live Demo

Patrick Hebron 

Machine Learning 
for Designers

R Deep Learning Cookbook

Deep learning is the next big thing. It is a 
part of machine learning. It's favorable 
results in applications with huge 
and complex data is remarkable. 
Simultaneously, the R programming 
language is very popular amongst data 
miners and statisticians. 

This book will help you to get through 
the problems that you face 
during the execution of different 
deep learning tasks and will 
teach you hacks in deep learning, neural 
networks, and advanced machine learning 
techniques. It will also take you through 
complex deep learning algorithms 
and various deep learning packages and 
libraries in R. It will start with different 
packages in to neural networks and 
structures. You will also encounter the 
applications of deep learning in text 
mining and signal processing along with 
a comparison between CPU and GPU 
performance.

By the end of the book, you will have a 
logical understanding of  deep learning 
architectures and different deep learning 
packages in order to have the most 
appropriate solutions for your problems.

Things you will learn: 

• Build deep learning models in 
different application areas using 
TensorFlow, H2O, and MXNet

• Analyze a deep Boltzmann machine

• Set up and analyze deep belief 
networks

• Build supervised models using various 
machine learning algorithms

• Set up variants of basic convolution 
functions

• Understand feature representation  
using autoencoders.

• Explore generative models available 
in deep learning

• Discover sequence modeling using 
recurrent nets

• Learn the fundamentals of 
reinforcement learning

• Learn the steps involved in applying 
deep learning to text mining

• Explore the application of deep 
learning in signal processing 

• Build deep learning models using  
transfer learning

• Train a deep learning model on a GPU

www.packtpub.com

$ 44.99 US
£ 37.99 UK

Prices do not include local sales 
Tax or VAT where applicable
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Solve complex neural net problems with TensorFlow, 
H2O and MXNet

Cookbook

R Deep 
Learning

Dr. PKS Prakash, 
Achyutuni Sri Krishna Rao

http://playground.tensorflow.org/
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An algorithm is a
step by step process or recipe that
describes how to solve a problem
and/or complete a task, which will
always give the correct result



Fundamentals of

 Deep 
 Learning
DESIGNING NEXT-GENERATION  
MACHINE INTELLIGENCE ALGORITHMS

Nikhil Buduma 
with contributions by Nicholas Locascio
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Backpropagation Learning Rule
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m : Number of training examples
x : Input variables (Features)

y: Output variables (Targets)

(x,y): Training Example (Represents 1 row on the table)

(x_i,y_i ) : i_th training example (Represent’s i_th row on the network)

n : Number of features (Dimensionality of the input)



33



34

generative adversarial networks



35



36



37



38

MATLAB IDE
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MATLAB IDE

https://nl.mathworks.
com/help/supportpkg
/arduinoio/examples/
getting-started-with-
matlab-support-
package-for-arduino-
hardware.html

https://nl.mathworks.com/help/supportpkg/arduinoio/examples/getting-started-with-matlab-support-package-for-arduino-hardware.html
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MATLAB IDE

https://nl.mathworks.com/videos/introduction-to-deep-learning-what-is-deep-learning--1489502328819.html

https://nl.mathworks.co
m/campaigns/offers/dee
p-learning-with-
matlab.html

https://nl.mathworks.com/videos/introduction-to-deep-learning-what-is-deep-learning--1489502328819.html
https://nl.mathworks.com/campaigns/offers/deep-learning-with-matlab.html
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and current practice than your original
choice. For those of you new to inte-
grative computing packages, our goal
is to enable you to make an informed
first choice.

In this installment, we begin to ex-
amine how these tools serve the pro-
fessional work of undergraduate edu-
cation. Within this context, we’d like
to raise several significant issues for
those teaching undergraduates to be
scientists and engineers. We point to
some exemplary materials and offer
our own paradigms for major educa-
tional uses, which provide a framework
for discussing the packages and draw-
ing some implications for those issues
in a concluding installment. In subse-
quent issues, we’ll explore how the
tools serve scientific and engineering
research and communication.

Undergraduate Education
We begin with the premise that science
and engineering undergraduates should
have experience in using modern com-
putational tools. Indeed, this is already
an explicit criterion for engineering
schools’ curricula in the US as pre-
scribed by the Accreditation Board for
Engineering and Technology (ABET;
www.abet.org/criteria.html). In this ar-
ticle, we examine the extent to which

these tool packages so qualify: What
kinds of computational experiences
with them are appropriate for under-
graduate students?

We’re aware of the multiple goals that
educational uses of computing technol-
ogy must serve, as well as the challenge
they present to a fair evaluation of com-
puting software. Foremost in our minds
as instructors experienced in the design
of electronic instructional materials is
the importance of appearance, simplic-
ity, and user-interface functionality to
the success of such materials. Yet, there
are several types of user interfaces that
connect users to different computing
tasks according to different educational
goals. This begs several questions: What
are some major educational goals for sci-
ence and engineering undergraduates?
How are specific computing tasks re-
lated to those goals? How does each of
the three productivity packages realize
the required computations?

Undergraduates have a variety of
learning styles and abilities, and they
must simultaneously master material
while learning how to learn. Ease of
use in the packages’ user interfaces as
well as their adaptability to the variety
of interactive mechanisms used in ed-
ucational applications are key issues.
Keep in mind, however, that the way

and degree to which these are impor-
tant depends on who the students are
as well as the goals of the applications.

College and university instructors
must be judicious in the type and in-
tensity of development projects they
undertake in creating educational ma-
terials, with respect to both the time
and resources they dedicate. How well
do these tool packages serve for mate-
rials-development work that faculty
will likely perform alone? How effi-
cient are they when fast response times
are required for modifications? How
expensive are they to purchase and,
equally important, maintain?

Our approach to this review series is
to describe the functions, features, and
other elements these packages support
and allow you to judge their value based
on your values and objectives. To do
this, we depart from making lists of fea-
tures devoid of use-contexts, instead
setting contexts in a variety of examples,
both real and idealized. We’ve princi-
pally drawn the real examples from each
company’s Web site, but each is imple-
mented in only one of the three pack-
ages. By examining explicit application
software, albeit developed for an educa-
tional purpose that might not match
your own, we hope to present examples
that help you envision how applications
you create could work in each package.

From our perspective, these exam-
ples provide a concrete feature set to
which we can refer when discussing
how each package would implement an
idealized example. We define each ex-
ample as a paradigmatic application di-
rected to one of the following educa-

3MS FOR INSTRUCTION
REVIEWS OF MAPLE, MATHEMATICA, AND MATLAB

By Norman Chonacky and David Winch

M OST CiSE READERS HAVE PROBABLY USED MAPLE, MATHE-

MATICA, OR MATLAB FOR SEVERAL YEARS. WITH THIS RE-

VIEW SERIES, OUR GOAL IS TO HELP YOU NOW DECIDE WHETHER

ONE OF THE OTHERS IS BETTER SUITED TO YOUR TEMPERAMENT
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tools for use in their instructional pro-
grams. This is an alternative to our pro-
viding a critical comparison of our own,
as is conventional in a review. In the first
installment, we provided a common set
of talking points—concrete, understand-
able, existing applications as well as an
idealized “paradigmatic” example—
around which to build this framework.
We also defined a particular subset of
issues that undergraduate science and en-
gineering educators face regarding com-
putational technology. In this issue, we
conclude this framework-building strat-
egy by defining a compact, common fea-
ture set in which we can finally describe
in some comparable detail how Maple,
Mathematica, and Matlab work.

To illustrate these features and to re-
fer them to science and engineering
contexts, we chose numerical, rather
than symbolic, computational exam-
ples, each showing the packages per-
forming identical tasks. One cost of
this choice is that we can’t discuss all
the wonderful symbolic computation
capabilities of Mathematica and
Maple. (Matlab’s symbolic computa-
tional tools are a subset of Maple.) Al-
though we can justify this choice based
on the testimony of both neophyte and
veteran users from the educational
community whom we interviewed, it

highlights a major compromise, one of
many, needed to create this type of
technology review. As an experiment,
we set out to give a broad scope of
readers the material they’ll need to ad-
dress educational issues, along with
helpful and concise evaluation guid-
ance. We hope we’ve struck a proper
balance, avoiding both superficiality
and technicality.

Development and 
Delivery Environments
What’s it like to work with these pack-
ages? Users who wish to create or
modify content must work within the
associated development environments.
Such users will be both faculty devel-
oping educational materials and stu-
dents writing computational code, the
only exception being students using
applications mediated by custom-cre-
ated, application-specific graphical
user interfaces (GUIs).

Both Maple and Mathematica supply
standard interfaces for their development
environments that are already GUIs of a
kind. These consist of book-like content
windows that hold interactive text and
graphics; these content windows also
have pull-down menus from a menu bar
and palettes of tools. In Mathematica,
these palettes are movable and can be

custom-created as part of the develop-
ment environment or attached to appli-
cations. Figures 1 and 2 are screenshots
of the Mathematica and Maple develop-
ment interfaces, respectively.

Matlab’s development environment is
quite different. Basically, it has a com-
mand line displayed in one of several
windows. The main, circumscribing
window (called the Desktop) has pull-
down menus from an overhead menu
bar. The default Desktop configuration,
shown in Figure 3, is subdivided into
several partitions, each of which is itself
a resizable window. The partitions con-
tain a command line, a command stack,
and a directory tree.

Developers using Mathematica or
Maple enter the computing objects—
such as variables, operations, descriptive
text, and so on—into segmented cells. In
Maple, these have a single logical level,
whereas they can be nested hierarchi-
cally in Mathematica. These cells extend
the command-line concept by encapsu-
lating commands, but they also integrate
narrative text, making their aggregate—
the Mathematica Notebook or the
Maple Worksheet—similar to interac-
tive books. Any entities the developer
creates in a session, such as variable
names or session histories, are main-
tained implicitly by the system; however,
commands, sometimes several com-
mands, are needed to explicate them.

In contrast, developers working in the
Matlab environment use a conventional
command line. They encapsulate com-
mand sets by placing them in separate
files, which is one reason to have a file
directory partition visible. In general,

O UR INTENT WITH THIS TECHNOLOGY REVIEW IS TO PRE-

SENT A FRAMEWORK THAT HELPS EDUCATORS MAKE

THEIR OWN CRITICAL COMPARISON OF MAPLE, MATHEMATICA,

AND MATLAB AS CANDIDATE COMPUTATIONAL PRODUCTIVITY



42https://cs.stanford.edu/people/karpathy/convnetjs/demo/image_regression.html

https://cs.stanford.edu/people/karpathy/convnetjs/demo/image_regression.html


43
http://playground.tensorflow.org/

Tom Hope, Yehezkel S. Resheff & Itay Lieder

 Learning  
 TensorFlow
A GUIDE TO BUILDING DEEP LEARNING SYSTEMS

http://playground.tensorflow.org/
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https://dena.com/intl/anime-generation/

https://dena.com/intl/anime-generation/


45



46



47

https://www.theverge.com/2019/1/28/18197520/ai-artificial-intelligence-machine-learning-computational-science

https://www.theverge.com/2019/1/28/18197520/ai-artificial-intelligence-machine-learning-computational-science
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Top 10 Technology Blogs/Magazines

https://www.statuscake.com/statuscakes-top-10-technology-blogs-how-do-you-start-your-day/

https://www.statuscake.com/statuscakes-top-10-technology-blogs-how-do-you-start-your-day/
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